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• current graph generation methods

• model joint distribution over all node pairs

• recent works to improve scalability

• make simplifying assumptions (community 

structure, edge independence, restricted bandwidth), 

sacrificing generality or sample fidelity

• model a progressive expansion process rather than the 

final graph directly

• equivalent to inverting graph coarsening

• achieve efficiency by only locally modifying graphs

• no restrictive assumptions on the graph’s structure

• two-phase inversion of a single graph coarsening step

1. expansion of the coarsened graph

2. refinement of the resultant expanded graph

• probabilistic inversion

• use denoising diffusion to model a distribution over

• node features: size of expansion cluster

• edge features: edge existence

• theoretical asymptotic complexity: 

• scaling behaviour empirically validated on planar graphs

2 Our Idea

5 Generative Performance

5 Scalability

3 Details1 Excising Challenges

• novel architecture to parameterize the diffusion model

• efficient on sparse graphs

• more expressive than message-passing GNNs

•

4 Local PPGN

• generalizes to larger graphs than seen during training

7 Size extrapolation


